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Abstract: This study aims to analyze the effect of financing and unemployment on economic growth in Indonesia. This study was conducted in 33 provinces over a period of 7 years from 2011-2017. The data analysis tool used is the Vector Error Correction Model (VECM) panel. These results prove that all variables such as financing, poverty, unemployment and the consumer price index have an effect on economic growth in Indonesia. There is sufficient evidence that financing, poverty, unemployment and the consumer price index are closely related to economic growth. The recommendation from this research is that Islamic banking can increase financing as an effort to improve the economy. As for the government, they are urged to control the level of poverty and unemployment.
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INTRODUCTION

Economic growth is one of the important indicators in measuring the progress or welfare of a country. In general, the direct factors that affect economic growth are macro indicators. Macroeconomic indicators consist of labor force participation, inflation, and human development index, poverty, unemployment, domestic income, gross regional product per capita and consumption per capita.

In addition, economic growth cannot be separated from indirect factors. Indirect factors are also important indicators that affect economic growth according to Florin Teodor Boldeanu and Liliana Constantinescu (2015). These indirect factors relate to financial institutions, private administrations, etc.), the size of aggregate demand, the level of savings and investment, the efficiency of the financial system, budgetary and fiscal policies, labor and capital migration, and government efficiency.

Indirect factors are generally related to financing. Financing is an activity carried out by the financial sector which is also in the Islamic economic system. Financing is an alternative way in all transactions based on risk and profit sharing (Prastowo, 2018). In the context of Indonesia, the development of financing carried out by Islamic banking has experienced rapid development. Furqani and Mulyani (2009) argue that at least this development is driven by demand and supply, so that economic growth is also encouraged. Almost all provinces in Indonesia to date have implemented this financing activity. The speed of financing is expected to be able to provide sustainable solutions for both the short and long term (Tabash & Dhankar, 2014).

The number of Islamic bank offices in the form of Sharia Commercial Banks (BUS), Sharia Business Units (UUS) and Sharia People’s Financing Banks (BPRS) based on Sharia Banking Statistics Data until August 2018 has reached 2,470 offices spread throughout Indonesia (OJK), 2018). Various types of financing provided by BUS and UUS in the same period have reached Rp 303.5
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Trillion. 27.65% of the total financing was allocated for working capital financing, 21.87% was allocated for investment financing and the rest for consumption financing. When viewed specifically from the education services sector, as part of the total funding, the funding for this extraordinary education services sector only has a very small portion, which is only 1.69%. Based on other data, BPS Indonesia shows an increase in financing in Indonesia during the 2010-2017 period. The trend of declining economic growth in 33 provinces in Indonesia. Financing, on the other hand, continues to increase. In line with economic growth in Indonesia, unemployment has tended to decline since 2010-2017. However, the decline was faster than economic growth, although it tends to fluctuate. Not much different from the variation in economic growth between provinces. This situation shows the contribution of financing to economic growth in Indonesia.

Literature Review

The Effect of Financing on Economic Growth

Muhammad Abduh and Mohd Azmi Omar (2012) investigated the relationship of Islamic banks and economic growth in Indonesia in both the short and long term using a bound testing approach of the cointegration model and error correction, which was developed in the autoregressive distributed lag (ARDL) framework. The results showed a significant short-term and long-term relationship between Islamic banks and economic growth in Indonesia. They further said that there is a two-way relationship in both supply-leading Schumpeter and Robinson's demand-following between Islamic banks and economic growth in Indonesia.

Furqani and Mulyany (2009) examined the dynamic relationship between Islamic banks and economic growth in Malaysia using cointegration tests and vector error correction models. The results show that only the causes of fixed investment in Islamic banks for the period 1997: 1 to 2005: 4. In the long term there is evidence of a two-way relationship between Islamic banks and fixed investment in Malaysia. They further said that there is evidence that an increase in GDP will develop Islamic banks and not the other way around.

Farahani and Sadr (2012) examined the relationship between Islamic banks and economic growth in Indonesia and Iran both in the short and long term using a cointegration and error correction bound testing approach, which was developed within the autoregressive distribution lag (ARDL) framework. The results show that there is a significant relationship both in the short and long term between Islamic banks and economic growth in Indonesia and Iran. They further said that this relationship is a two-way relationship.

Farahani and Dastan (2013) examined the relationship between Islamic banks and economic growth in Malaysia, Indonesia, Bahrain, UAE, Saudi Arabia, Egypt, Kuwait, Qatar and Yemen using the panel cointegration approach model framework. In general, it shows that there is a positive and significant relationship between Islamic banks and economic growth in these countries. They further said that this relationship was stronger in the long run than in the short term.

The Effect of Unemployment on Economic Growth

The economic activities of a country are aimed at maximizing the level of prosperity of its people and always achieving sustainable economic growth. This target cannot be achieved if the unemployment rate is relatively high. The high unemployment rate will cause various negative impacts, both on economic stability and socio-political stability.

The impact on economic stability, unemployment can disrupt economic stability which will reduce or weaken Aggregate Demand (AD) and Aggregate Supply (US). A higher unemployment rate will reduce the income received by the community. The decline in the US will reduce business activity so that it will push production levels to a lower direction and in the end the US will also fall. This means that the number of national products available and ready to be supplied will be increasingly limited and increasingly scarce, thus triggering an increase in the price level. In addition, the US shortage will exacerbate the situation as it can lead to greater business downsizing and will lead to a higher unemployment rate.

The decline of the Army and the US will clearly threaten economic stability. This has been proven time and time again in the history of the world economy. The Great Depression (1929-1937), for example, recognized by economists as a result of a decline in aggregate demand, the East Asian economic crisis (1998), including what Indonesia has experienced, according to the World Bank and IMF (1998), can be explained in the context of the interaction decrease in Aggregate Demand (AD) and Aggregate Supply (US).

Kreishan (2011) investigated the relationship between unemployment and economic growth applying Okun's law in Jordan using annual data.
from 1970 to 2008. The time series technique was used to examine the relationship between unemployment and economic growth and to obtain the level of Okun's coefficient. In addition, this study also applies Augmented Dickey-Fuller (ADF) for unit root and cointegration testing. The empirical results of his research show that Okun's law is confirmed in the case in Jordan. This means that the low rate of economic growth cannot answer the unemployment problem in Jordan.

In a more recent study, Imran et al. (2015) examined the relationship between unemployment and economic growth in 12 Asian countries from 1982 to 2011. They conducted an empirical analysis using Fixed Effects and Pooled OLS techniques using a panel data set to measure individual country effects, group effects and time effects at the time of year. the same one. time examines the relationship between unemployment and economic growth. They consistently find high unemployment rates leading to a decline in economic growth across all models. The economic growth of developing countries in Asia is influenced by the unemployment rate, especially in several Asian countries such as India, Indonesia, Sri Lanka, and Thailand which have the highest unemployment rates compared to other Asian countries studied.

Sadiku et al. (2015) aims to empirically estimate the relationship between unemployment and economic growth in FYR Macedonia using Okun's Law. They conducted an empirical analysis using four models, namely the difference model, dynamic model, ECM, and the VAR estimation approach, taking into account the relationship between unemployment and economic growth in both the short and long term. The data set used is quarterly data from the period 2000 to 2012. The empirical results of their study show that the four models do not show strong evidence and cannot confirm the inverse relationship between unemployment and economic growth as in Okun's law. Based on the VAR methodology and the Engel-Granger cointegration test, there is no causal relationship between unemployment and economic growth and, furthermore, changes in real GDP growth do not cause changes in the unemployment rate and vice versa. The main reasons are because: first, the size of informal employment accounts for about a quarter of total employment and secondly there is structural unemployment. Their research also emphasizes that the economic policies in the Macedonian FYR are not suitable for promoting development and reducing the unemployment rate because the main source of employment comes from the public sector rather than the private sector. Informal employment accounts for about a quarter of total employment and secondly there is structural unemployment. Their research also emphasizes that the economic policies in the Macedonian FYR are not suitable for promoting development and reducing the unemployment rate because the main source of employment comes from the public sector rather than the private sector. Informal employment accounts for about a quarter of total employment and secondly there is structural unemployment. Their research also emphasizes that the economic policies in the Macedonian FYR are not suitable for promoting development and reducing the unemployment rate because the main source of employment comes from the public sector rather than the private sector.

The Relationship of Inflation with Economic Growth

Gokal and Hanif (2004) also have the same opinion where they state that Fiji is like other countries in the world, both developed and developing countries, one of the fundamental objectives of macroeconomic policy in Fiji is to maintain a strong economic growth momentum. while keeping inflation low. They also recognize that there is a huge debate in the context of the relationship between economic growth and inflation. However, in general, a low inflation rate is believed to be the foundation of a country's economic growth.

Hossin (2015) examined the relationship between inflation and economic growth in Bangladesh. Using the annual Gross Domestic Product Deflator (GDPD) data for the period from 1961 to 2013, conducting an empirical analysis using the co-integration test, error correction models and Granger Causality test. Empirical results from his research indicate a significant negative relationship in the long term between inflation and economic growth in Bangladesh as indicated by a significant negative relationship in the long term Gross Domestic Product Deflator (GDPD) towards GDP. Furthermore, the empirical results of his research show that there is a significant positive relationship in the long term GDP towards the Gross Domestic Product Deflator (GDPD). In addition to, economic growth has a positive impact on inflation. However, if the inflation rate increases much greater than the threshold inflation level, then inflation will have a negative impact on Bangladesh's economic growth.
Barro (2013) in his research with data sets covering 100 countries in the world with a time period from 1960 to 1990. The empirical results of his research indicate that there is a significant negative relationship between inflation and economic growth if a number of country characteristics are held constant, such as fertility rate, education level, etc. Every 10 percent increase per year will cause a decrease in GDP growth of 0.2-0.3 percent. In the long term, this decline will affect people's standards of living.

Bruno and Easterly (1995) tested the determinants of economic growth using inflation data in 26 countries in the world that experienced an inflation crisis in the period from 1961 to 1992. The empirical results of their research set inflation at 40 percent and above as the threshold level for the occurrence of an inflation crisis in a country. The impact of inflation and economic growth is not very clear or there is an inconclusive relationship between inflation and economic growth below the threshold level. Furthermore, they stated that there was a significant negative relationship between inflation and economic growth above the threshold level. The results of the empirical robustness of their research have been tested by controlling for other factors, especially shocks such as trade shocks, political crises, and wars. Furthermore, they stated that 26 countries in the world that were experiencing an inflation crisis would be able to overcome the pre-crisis of economic growth if they were able to reduce inflation. Other results also show that the short-term inflation crisis does not cause permanent damage to economic growth.

Malla (1997) conducted an empirical analysis with data sets covering some Asian countries and countries that are members of the Organization for Economic Cooperation and Development (OECD). Empirical results from his research by controlling for other factors such as labor and capital inputs, show that there is a significant negative relationship between inflation and economic growth, including the first difference for countries that are members of the OECD. Empirical results show insignificant results for some developing Asian countries. The crucial empirical analysis of his research shows that there is an inconclusive relationship between inflation and long-term economic growth through cross-country analysis using time-series regressions with different countries and time periods.

Mallik and Chowdhury (2001) examined the relationship between inflation and economic growth in the short and long term in four South Asian economies, namely Bangladesh, India, Pakistan, and Sri Lanka. Using co-integration and error correction models from annual data released by the International Monetary Fund (IMF) International Financial Statistics (IFS), the empirical results of their research yield two things. The first empirical results show that there is a positive and significant relationship between inflation and economic growth in four South Asian countries. Their second interesting empirical result is that the sensitivity of economic growth to changes in the rate of inflation is lower than the sensitivity of inflation to changes in the rate of economic growth.

Faria and Carneiro (2001) investigated the relationship between inflation and economic growth in Brazil, which often experiences high inflation. Using a bivariate time series model, Vector Autoregression (VAR), using annual data for the time period from 1980 to 1995, the empirical results of their research show that although there is a negative relationship between inflation and economic growth in the short term, inflation does not affect economic growth. in the long run. The empirical results of their research support the superneutrality concept of money in the long run.

Sweden (2004) investigates the relationship between inflation and economic growth whether or not it has a structural breakpoint effect on the Jordanian economy in the period from 1970 to 2003. The empirical results of his research indicate that there is a significant positive relationship between inflation and economic growth when the inflation rate is below 2 percent and the structural breakpoint effect occurs when the inflation rate is 2 percent. Above the inflation threshold, it indicates that there is a significant negative relationship between inflation and economic growth.

Mubarak (2005) estimates the inflation threshold for the Pakistani economy using annual data for the time period from 1973 to 2000. The Granger Causality Test was used to determine the threshold model and sensitivity analysis for his research model. Empirical results from his research show that inflation rates above 9 percent jeopardize Pakistan's economic growth. This empirical result on the contrary shows that an inflation rate below 9 percent actually benefits Pakistan's economic growth. Furthermore, sensitivity analysis is used to determine the robustness level of the model threshold which also shows the same thing.

Relationship between Poverty and Economic Growth
Research conducted by Lin (2003) proves that China has succeeded in reducing as many as 450 million people from poverty since 1979. Further research shows that high economic growth between 1985 and 2001 is an important thing that helps reduce poverty. This is amazing.

Research conducted by HBhanumurthy and Hmitra (2004) shows evidence that India has succeeded in reducing poverty significantly since the 1980s and the rate of poverty reduction has increased dramatically in the 1990s. The results of this reduction are closely related to India's impressive economic growth during that period. Another study conducted by Arndt et al (2006) showed that Mozambique succeeded in reducing poverty very quickly which is directly related to the country's economic growth. Mozambique's economic growth increased by 62 percent between 1996 and 2002 and Mozambique managed to reduce the proportion of the population living in poverty from 69 percent to only 5 percent.

Research conducted by Ravallion (2007) proves that every one percent increase in national income will reduce poverty by 4.3 percent in countries with low income inequality and will reduce poverty by 0.6 percent in countries with low income inequality. high gap.

RESEARCH METHODS

This research was conducted using a quadrant approach and a panel data approach consisting of 33 provinces and 7 years from 2011-2017, in order to obtain 231 observations. The quadrant approach is an approach to analyzing economic growth and financing high and low positions in each province in Indonesia. After the quadrant approach is carried out, then proceed with the panel regression approach.

Analysis Method

Analysis using quantitative methods with the Vector Error Correction Model (VECM). The VECM model is a restricted VAR model because there is cointegration where there is a long-term relationship between variables in the VAR system (Widarjono, 2007). Broadly speaking, the VAR/VECM analysis process can be described as follows (Tanjug and Devi, 2013):

a. The basic data that is ready must be transformed first in the form of a natural logarithm (ln), except for data that is already in the form of a percent or an index. This is done to get consistent and valid results.

b. The first test is the unit root test, to find out whether the data is stationary or still contains a trend. If the data is stationary at the level, then VAR can be performed at the level. VAR level can estimate the long-term relationship between variables. However, if the data is not stationary at its level, then the data must be derived at the first level (first difference) which reflects the data difference or change.

c. If the data is stationary in the first derivative, then the data will be tested for the existence of cointegration between variables. If there is no cointegration between variables, then VAR can only be performed on the first derivative. However, under these conditions VAR can only estimate the short-term relationship between variables. Innovation accounting will not be meaningful for the long-term relationship between variables. If there is cointegration between variables, then VECM can be performed using level data to obtain long-term relationships between variables. VECM can estimate short-term and long-term relationships between variables. Innovation accounting for the VAR label and VECM will be meaningful for long term relationships.

Figure 1. Stages of VAR/VECM Analysis

In this study, the assumptions that must be met in the VAR/VECM analysis were also tested as follows:

Data Stationarity Test

The stationarity test is the first step in the formation of the VAR model which is carried out to determine whether the data is stationary at level or stationary in differences to a certain degree. Stationarity test was carried out using the Augmented Dickey-Fuller (ADF) unit root test. The ADF test uses the length of lag by using the Akaike Information Criterion (AIC) criteria, in accordance with the instructions of Widarjono (2007). The length of lag in the ADF unit root test is carried out through the Akaike Information Criterion (AIC) and Schwarz Information Criteria (SIC) criteria.
ADF testing was carried out using the Eviews software, the results statistics compared to the t value of MacKinnon Critical Value. If the t-statistic is less than the Test critical value, it means that the data is not stationary. On the other hand, if tstatistic is greater than the critical value, it means that the data is stationary. It can also be seen by looking at the probability value of the ADF test results. If the value of Probability greater than the level level (1%, 5%, 10%) then it means the data is not stationary. On the other hand, if the probability value is smaller, the level level means that the data is stationary.

To find out the non-stationary data is to compare the value of t with the critical value in the MacKinnon table. The results show that the absolute value of the t statistic is smaller than the absolute critical value. You can also see the valueprobability which is greater than the level level means that the variable data is not stationary. According to Winarno (2009), if from the results of the ADF test it turns out that the data is not stationary, then the data can be stationary, namely by making a difference.

Lag Optimum

Determination of quantity lag (order) used in the VAR/VECM model can be determined based on the Akaike Information Criterion (AIC) and Schwarz Information Criterion (SC) criteria. The lag that will be selected in this study is the model with the smallest AIC value. In this stage, the stability test of the VAR model is also carried out. Determination of the optimum lag and VAR stability test is carried out before going through the cointegration test stage.

Cointegration

The data integrity test is carried out when the data stationarity test produces non-stationary data. Cointegration test This study was conducted to determine whether the data has a long-term relationship (cointegrated). The mutually influencing relationship is also seen from the integrity that occurs between the variables themselves and determines the model to be estimated. If there is cointegritry, then use the Vector Error Correction Model (VECM).

Cointegration test was carried out with Johansen Cointegration Test with using Eviews, if the Trace Statistic is smaller than the critical value, the variables are not cointegrated. According to Winarno (2009), “if the Trace Statistics value is smaller than the critical value at the 5% or 1% confidence level, it can be concluded that the two variables are not cointegrated. On the other hand, if the Trace Statistics is greater than the critical value, the variables are cointegrated.

Vector Autoregression Instrument

From the estimation results of the VAR/VECM model, it can be seen the Impulse Response Function (IRF) and Variance Decomposition (VDC) of a variable against other variables or against itself IRF or VDC. The results of IRF and VDC will then be analyzed to be able to see the dynamics of the model. The IRF analysis is illustrated with a graph (graph) or table, to see how much the variable response to shock/shock is one standard deviation from the variables in the model. VDC too in the form of graphs or tables that provide an overview of the variance of a variable due to the shock of other variables or to itself. By looking at variables that are exogenous (explaining) it will be known whether the surprise of each variable is very important in forming the variance of the variable, or which variable surprise most influences changes in a variable.

One of the important requirements in time series analysis like the VECM panel is that all variables or one of them must be stationary at the 1st difference, that the research variable must be stationary or not have a unit root. Therefore, the first step in data processing is to perform a unit root test. In this case, the unit root test uses the Levine–Lin–Chu (LLC) method. The results of data processing show that with the individual intercept equation there is one stationary variable at the level of unemployment (Un) and there are 2 (two) stationary variables at the 1st difference, namely economic growth and financing. This is indicated by the probability value of each variable of 0.0000 for the variables of economic growth, financing and unemployment for the Levin, Lin and Chu t* test. Besides that, The stationary test was also compared with several other methods such as IM, Pasar and Shin W-stat, ADF and PP also showed almost the same results. The results of the unit root test with several methods are shown in Table 1.
The next step is to perform a cointegration test. The cointegration test in this study uses the Pedroni Residual Cointegration Test. An equation is said to be cointegrated based on the probability value generated by the v-Statistic Panel, the rho-Statistic Panel, the PP-Statistics Panel and the ADF-Statistic Panel provided that if the probability value is less than 0.05, it means that there is cointegration (a long-term relationship between the two equations). Conversely, if the probability value is greater than 0.05, it means that there is no cointegration between the three variables. The results of data processing show that the probability value for each of these statistical values is greater than 0.05 as shown in Table 2.

Table 2. Cointegration Test Results Null Hypothesis: No cointegration

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hypothesized</th>
<th>Trace</th>
<th>Null: Unit root (assumes individual unit root process)</th>
<th>Level 1st difference</th>
<th>Level 1st difference</th>
<th>Level 1st difference</th>
<th>Level 1st difference</th>
<th>Level 1st difference</th>
<th>Level 1st difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance</td>
<td>None *</td>
<td>0.0500 NA 0.0000 0.0000 0.0000 NA 0.0000 NA</td>
<td>158428 0.410093 194.7174 69.81889</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poverty</td>
<td>All most 3 *</td>
<td>0.207088 0.131836 0.131836 0.131836 0.131836 0.131836</td>
<td>21.16539 15.49719 15.49719</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployment</td>
<td>All most 3</td>
<td>0.146034 41.10584 20.76641 20.76641</td>
<td>0.0015</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in the results of the Eviews output in Table 2, the results of the cointegration test found that there is a long-term relationship between the variables studied (economic growth, financing and unemployment) therefore the data analysis tool used is the VECM Panel. Before data processing is continued with VECM, it is necessary to know the optimal lag, namely the period of time the influence of a variable on other variables gives optimal results. This is because the impact of changes in one variable on other variables does not always occur in the same year period, but can also occur in different year periods. Therefore, the most important question is how to determine the lag length and this is a problem in the model specification. This is what causes the need for determining the optimal lag. Optimal lag is the amount of lag that has a significant effect or response. The results of the Lag Length Criteria test are as shown in Table 3.

Table 3. Optimal Lag Test Results

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.328.46</td>
<td>NA</td>
<td>158428</td>
<td>23.39053</td>
<td>23.35126</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-2.096.54</td>
<td>NA</td>
<td>18286.6</td>
<td>21.3039</td>
<td>21.3432</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.991.42</td>
<td>200.7693</td>
<td>15.3026</td>
<td>20.8794</td>
<td>20.9145</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.935.89</td>
<td>18286.6</td>
<td>20.76641</td>
<td>21.2856</td>
<td>20.9528</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-1.885.89</td>
<td>18286.6</td>
<td>19.9271</td>
<td>21.0019</td>
<td>19.9731</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-1.843.79</td>
<td>18286.6</td>
<td>19.71604</td>
<td>21.0258</td>
<td>19.9953</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.808.97</td>
<td>18286.6</td>
<td>19.83853</td>
<td>21.0406</td>
<td>20.0007</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-1.772.15</td>
<td>18286.6</td>
<td>19.26734</td>
<td>21.055</td>
<td>20.0274</td>
<td></td>
</tr>
</tbody>
</table>

Referring to Table 3, the optimal lag is 5, meaning that the optimal effect of a variable on other variables occurs in a time horizon of 5 periods. The next step in data analysis is the use of the VECM panel to analyze the functional relationship between economic growth, working capital financing and unemployment. As explained earlier, that there are two stationary variables on the level and one stationary on the first derivative, so the data are operationalized using VECM. Therefore, the VECM model is used to analyze the causal relationship between economic growth, working capital financing, and unemployment.

VECM model: yt = et-1 + β1 yt-1 + ... + n yt-p + ci

Information,

Yt : a vector with k variables
Δ : matrix parameters
i : error vector

because of the linear cointegration relationship, equation (1) of the VAR model will turn into the VECM equation using yc1, (first difference), namely:

yt = yt-1 + ∑i=1 k Gi, yt-1 + i

(2)

= - (1k - 1... p), and Gi = (i+1... + p), i = 1...p-1

Information

Gi : coefficient matrix ( p×p), j = 1...k

With

= ∑i=1 k Δi - p, and i = -1...-1-l Gi ∑j=i+1 k Δj

For hypothesis testing, trace statistics can be used

LRtr(k) = T i∑i=1 k log (1 - λ)

Maximum eigenvalue test

LRmak(tr|k) = - T logi ∑j=i+1 k (1 - λ)

LRtr(k) = L-Rtr(r+1 k)

For r = 0.1...k-1
Reject H0 if the trace test statistic and maximum Eigen value > critical value at time, or p value < significance value, at a significance level (1-) of 100%.

**Empirical Model of Vector Error Correction Model**

The following are the test results for the VECM model on the variables of economic growth, working capital financing and unemployment. Estimated results VECM can be seen in table 8, where the results are considered significant, the alpha value is less than 0.05.

The results above show that in the long term economic growth is influenced by unemployment and financing. However, the effect of the financing variable is not statistically significant. Short-term growth can be explained by the economic growth in the previous year and the unemployment rate in the previous two periods. Furthermore, the financing model is relatively much explained by the variables of economic growth, unemployment and the financing itself. It can be seen from the VECM model that financing is significantly influenced by the variables of economic growth, financing, and unemployment in both one and two previous periods. For the unemployment model, it is explained by the variable of economic growth, the amount of financing, and is determined by unemployment for one and two previous periods.

**Table 4. VECM. Estimation Results**

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Trace</th>
<th>Maximum</th>
<th>Alpha</th>
<th>Alpha</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cointegrating Eq: CointEq1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG(-1)</td>
<td>1.0000</td>
<td>(0.5045)</td>
<td>(0.7124)</td>
<td>(0.3905)</td>
<td>(0.0298)</td>
</tr>
<tr>
<td>FM(-1)</td>
<td>(0.0752)</td>
<td>(0.0643)</td>
<td>(0.0800)</td>
<td>(0.0258)</td>
<td>(0.0364)</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>(0.4219)</td>
<td>(0.5211)</td>
<td>(0.0258)</td>
<td>(0.0364)</td>
</tr>
</tbody>
</table>

The above analysis is in accordance with research conducted by Rihab Grassa, Kaouthar Gazdar in the International Journal of Social Economics, with the theme of financial development and economic growth in GCC countries: A comparative study between Islamic and conventional finance using generalized least squares, OLS and panels data framework, in analyzing the influence of the development of Islamic finance and the development of conventional finance on the economic growth of the five GCC countries (Bahrain, Kuwait, Qatar, Saudi Arabia and the UAE) in the period 1996-2011. They argue that the development of conventional finance has a negative and significant impact on economic growth in the five GCC countries.

What is found in this study is also similar to what happened in Islamic banking in several MENA countries, which had an effect on increasing economic growth, although it was still hampered by the rules set by the relevant responsible agencies. Similar findings in Pakistan, which reveal a significant positive and dynamic two-way causal relationship in the long run between Islamic banking and real economic activity. The State Bank of Pakistan is advised to continue to promote Islamic banking as a parallel banking system to the conventional system as it has a substantial positive impact on real economic activity in Pakistan. More detailed research on the Islamic banking system on economic growth in Malaysia, Indonesia and Jordan. Types of Islamic finance such as muḍārabah, mushārakah, murāba‘ah, ‘istiṣnā‘, ijārah as expected turned out to have an effect on Islamic financial intermediation and economic growth. Meanwhile, private sector credit and liquid liabilities do not affect Islamic financial intermediation. In developing countries, empirical investigations show that the development of Islamic banking (non-usury banks) actually supports economic growth. In addition, the cooperation of the two financing modes can increase economic growth. This new funding integration never ignores the role of conventional financing methods. Empirical investigations show that the development of Islamic banking (non-usury banks) actually supports economic growth. In addition, the cooperation of the two financing modes can increase economic growth. This new funding integration never ignores the role of conventional financing methods. Empirical investigations show that the development of Islamic banking (non-usury banks) actually supports economic growth. In addition, the cooperation of the two financing modes can increase economic growth. This new
funding integration never ignores the role of conventional financing methods.

Another different case, a study in Turkey, which shows that financing carried out by Islamic banking does not have a significant effect on economic and industrial development. The main reason for this result is the small percentage of Islamic banking in the overall banking system. They urged to improve the function of Islamic banking in order to contribute more to the country's economy. This result is in line with the findings of this study that non-investment financing from Islamic banking actually reduces economic growth.

What about unemployment? This indicator is also considered as a factor of economic growth because of the contribution of the existing labor supply. The greater the unemployment, the less labor resources available so that economic actors can use them optimally. The number of unemployed will cause an economic contraction. If there are workers who are not absorbed in work or unemployed, it will slow down economic growth. As shown in the model results, unemployment has a negative effect on economic growth. If unemployment increases by 1 percent, it will have an impact on a decline in economic growth of about -0.41 percent. The results of this study are in line with the research of Al-Habees and Rumman. They used the Comparison-Simulation Approach to examine the relationship between unemployment and economic growth in Jordan and several Arab countries. They conclude that in Arab countries there is a weak relationship between the unemployment rate and economic growth. While the relationship between unemployment and economic growth in Jordan shows a negative relationship where an increase in economic growth reduces the unemployment rate. Changes in the unemployment rate in Jordan will lead to an increase in the natural growth rate of the Jordanian economy by 5.90%. While the relationship between unemployment and economic growth in Jordan shows a negative relationship where an increase in economic growth reduces the unemployment rate. Changes in the unemployment rate in Jordan will lead to an increase in the natural growth rate of the Jordanian economy by 5.90%

A study in Nigeria conducted by Victoria Kenny S applied the Granger Causality VAR approach to determine the direction of the relationship between unemployment (UNEMP) and the rate of economic growth (RGDP) for the period 1981-2016. The main finding of this study shows a unidirectional relationship of VAR between unemployment and economic growth, which implies that the level of economic activity does not interfere with the causes of unemployment in Nigeria. Therefore, the government should improve the viability of small and medium-sized enterprises which can help create more jobs, reduce unemployment and lead to sustainable real output growth, which in turn is expected to create increased employment in the economy.

Alotaibi Mohamed Meteb conducted a study to answer, is economic growth enough to reduce unemployment among Saudi citizens? The results show a positive relationship between employment and real income, real investment, real government spending, and the value of real exports. On the other hand, there is also a negative relationship between employment and the value of real imports. Economic growth is inadequate in lowering the unemployment rate among all Saudi citizens. There is also an inverse relationship between the unemployment rate and economic growth which is not working effectively in the Saudi economy. Saudi nationals prefer to work in the government sector than in the private sector, therefore the Government is advised to encourage Saudi citizens to work in the private sector.

Impulse Response Functions

Impulse response function (IRF) shows the response of an endogenous variable to changes that occur in other endogenous variables in a dynamic VAR system. IRF can be used to examine the effect of a surprise standard deviation of an innovation variable on the current or future value of endogenous variables (Arianto, et. al, 2010). The innovation variables referred to in this study are economic growth, financing and unemployment when these variables are placed as explanatory variables for one of the two.

In the first period, there was almost no response from economic growth to financing and unemployment. The response tends to move positively until it enters the second, third and fourth periods. Then in the fifth period and so on, the response of economic growth to financing and unemployment is getting smaller until it reaches balance. This is shown by the graph on the top right
which shows the movement of the IRF curve closer to the horizontal line from the fifth period to the following periods. The impulse response function (IRF) between economic growth and income inequality is shown in Graph 2.

\[ \text{Graph 2 Impulse Response Function (IRF) Economic Growth and ....} \]

The response to financing for economic growth was positive in the first, second and third periods, and tended to decline in subsequent periods. The occurrence of a shock in economic growth tends to result in a decline. The response of financing to economic growth is getting smaller until it enters the tenth period towards balance.

**Variance Decomposition Analysis (VDA)**

Variance decomposition (VD) shows the proportion of forecast variance of a variable caused by innovation (either from the variable itself or not). VD can be used to find out how big the predictive variance of a variable comes from the innovation variable. It can be seen that the dominant economic growth is influenced by economic growth itself, financing and unemployment but is more dominantly explained by economic growth itself, where the variance decomposition value of economic growth increases significantly from each period. While the financing variable is dominantly explained by economic growth and financing itself, while the unemployment variable is relatively small. The unemployment variable is more dominantly explained by financing and unemployment is shown in table 9.

Table 5. Decomposition Variants of Economic Growth, Financing and Unemployment

<table>
<thead>
<tr>
<th>Period</th>
<th>Economic Growth</th>
<th>Finance</th>
<th>Unemployment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.892720</td>
<td>0.854918</td>
<td>0.714068</td>
</tr>
<tr>
<td>2</td>
<td>0.843497</td>
<td>0.761117</td>
<td>0.892720</td>
</tr>
<tr>
<td>3</td>
<td>0.720939</td>
<td>0.701291</td>
<td>0.843497</td>
</tr>
<tr>
<td>4</td>
<td>0.696563</td>
<td>0.686531</td>
<td>0.720939</td>
</tr>
<tr>
<td>5</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.696563</td>
</tr>
<tr>
<td>6</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.686531</td>
</tr>
<tr>
<td>7</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.686531</td>
</tr>
<tr>
<td>8</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.686531</td>
</tr>
<tr>
<td>9</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.686531</td>
</tr>
<tr>
<td>10</td>
<td>0.686531</td>
<td>0.686531</td>
<td>0.686531</td>
</tr>
</tbody>
</table>

**Conclusion**

The results of this study indicate that financing and unemployment have a significant effect on economic growth in Indonesia. The results of the study prove that changes in financing have a major impact on economic growth. An increase in the unemployment rate will have a negative impact on the level of the economy in the long run. Financing provided by Islamic banks is very useful in encouraging economic growth. The government is urged to make regulations in favor of Islamic banking. Furthermore, the Government is also advised to control the unemployment rate so that economic growth can increase as expected.
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